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Abstract

We determine the minimum number of “gates” — compositions of affine maps Fn
q → Fq with

arbitrary functions Fq → Fp — needed to represent the indicator function of the algebraic torus
(F∗

q)
n ⊂ Fn

q , where p is a prime and q is a prime power with char(Fq) ̸= p. This quantity, the

gate complexity t(p, q, n), captures the essential cross-characteristic difficulty arising in AC0[6]
circuit complexity.

We formulate gate complexity as a minimum coset weight problem in a cross-characteristic
linear code (§2), prove that cross-characteristic gates span all functions (§3), and establish
t(p, 2, n) = 2n − 1 for all primes p ≥ 3 via Walsh–Fourier analysis (§4).

Our main result determines t(2, q, n) for all odd prime powers q:

t(2, q, n) = (q − 1)n−1 for all odd prime powers q and all n ≥ 1.

The upper bound (§5) is an explicit character-sum construction of (q−1)n−1 gates whose F2-sum
equals 1T . The matching lower bound (§6) proceeds by a Frobenius orbit counting argument

over F2k (where k is the order of 2 in F∗
q): the self-duality 1̂T = 1T forces every Frobenius orbit

in T to be covered by some gate, and each gate covers at most (q−1)/k of the (q−1)n/k orbits.
The factors of k cancel, yielding the clean bound w ≥ (q − 1)n−1.

For the special case q = 3, we additionally characterise all optimal solutions (§7), establish
an independence theorem for canonical gate functions (§8), and give an alternative lower bound
proof via coordinate induction on F4-Fourier support (§10). We show that this Fourier support
approach, while successful for q = 3, provably fails for q ≥ 5.

1 Introduction

A central open problem in circuit complexity is to prove super-polynomial lower bounds for AC0[6],
the class of constant-depth circuits with AND, OR, NOT, and MOD-m gates for arbitrary m.
Despite decades of progress on AC0 and AC0[p] for prime p [1, 2], the case of composite moduli
remains wide open.

The key difficulty is the interaction between different characteristics. A single layer of MOD-3
gates feeding into a MOD-2 gate already combines information from F3 and F2 in a way that
resists standard polynomial or Fourier methods. In this paper we isolate this cross-characteristic
interaction in its simplest form and study it through the lens of coding theory.

We consider the gate complexity t(p, q, n): the minimum number of (p, q)-gates needed to
represent the indicator function 1T of the algebraic torus T = (F∗

q)
n as an Fp-linear combination.

Here a (p, q)-gate is a composition g ◦ ℓ where ℓ : Fn
q → Fq is affine and g : Fq → Fp is arbitrary. The

function 1T is the canonical “hard function” for this model: it is nonzero precisely on the torus,
the complement of the union of coordinate hyperplanes.
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Main results

1. Coding-theoretic framework (§2). We reduce gate complexity to a minimum coset weight
problem in a linear code over Fp, with quotient dimension dim(C/C0) = (q−1)n in the cross-
characteristic case (Theorem 3.1).

2. Exact formula for q = 2 (§4). t(p, 2, n) = 2n − 1 for all primes p ≥ 3 (Theorem 4.1).

3. Upper bound for general q (§5). t(2, q, n) ≤ (q − 1)n−1 for all odd prime powers q, via
an explicit character-sum construction (Theorem 5.1).

4. Matching lower bound (§6). t(2, q, n) ≥ (q − 1)n−1 for all odd prime powers q, via a
Frobenius orbit counting argument that uses the self-duality of 1T under the F2k -Fourier
transform (Theorem 6.5).

5. Solution structure for q = 3 (§7). Every optimal gate combination uses the same set of
2n−1 linear forms, with 22

n−1−1 solutions differing only in gate functions (Theorem 7.1).

6. Gate independence for q = 3 (§8). The canonical gate functions are F2-linearly indepen-
dent, proved by a slice-restriction induction (Theorem 8.2).

7. Alternative lower bound via Vandermonde induction (§10). For q = 3, we give a
second proof of the lower bound using an F4-Fourier support theorem proved by coordinate
slicing. We show this approach provably fails for q ≥ 5 (Remark 10.4).

8. Computational verification (§11). t(2, q, n) = (q − 1)n−1 is verified by exhaustive search
for q ∈ {3, 5} and small n, and the upper bound, self-duality, and orbit structure are verified
for the prime power q = 9 (= F32).

Discussion

The conceptual message is a dichotomy: cross-characteristic gates always span the full function
space (Theorem 3.1), but doing so efficiently requires overcoming a Fourier-theoretic obstruction
that grows exponentially in n. The formula t(2, q, n) = (q − 1)n−1 reveals that the growth rate is
controlled by the torus dimension |(F∗

q)|n−1 = (q − 1)n−1, with the order k of 2 in F∗
q playing no

role in the final answer despite determining the intermediate structure.
For q = 3, the original proof used a Vandermonde induction establishing an F4-Fourier support

theorem: every nonzero f : Fn
3 → F2 supported on T satisfies | supp(f̂)| ≥ 2n. Attempting to

generalise this to q = 5 led to a surprising discovery: the analogous F16-Fourier support theorem
fails for q = 5. Functions supported on T ⊂ F2

5 can have Fourier support as small as 8 < 16 = 42.
This obstruction motivated the orbit counting argument, which is both simpler and fully general.

2 The Coding-Theoretic Framework

2.1 Setup and notation

Throughout, p is a prime, q is a prime power with char(Fq) ̸= p, and n ≥ 1. Write T = (F∗
q)

n for
the algebraic torus and Z = Fn

q \ T for the boundary.

Definition 2.1. A (p, q)-gate on Fn
q is a function g ◦ ℓ : Fn

q → Fp, where ℓ(u) = a · u + b is affine
(a ∈ Fn

q , b ∈ Fq) and g : Fq → Fp is arbitrary.
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Let G denote the set of all distinct gate evaluation vectors, with |G| = G, and form the gate
evaluation matrix M ∈ Fqn×G

p .

Definition 2.2. The gate complexity is

t(p, q, n) = min
{
wt(c) : c ∈ FG

p , MZc = 0, MT c = 1T
}
.

2.2 The code and its quotient

Define linear codes over Fp:

C = ker(MZ) = {c ∈ FG
p :MZc = 0}, C0 = ker(M) = {c ∈ FG

p :Mc = 0}.

The quotient C/C0 maps isomorphically onto FT
p : every function T → Fp is realisable. The target

1T determines a coset c0 + C0 inside C, and t(p, q, n) = minc∈c0+C0 wt(c).

3 Gate Span Completeness

Theorem 3.1. Let p be a prime and q a prime power with char(Fq) ̸= p. Then spanFp
(G) = FFn

q
p ,

and consequently dim(C/C0) = (q − 1)n.

Proof. We prove the contrapositive: any λ : Fn
q → Fp annihilating every gate must be zero.

Step 1. If
∑

u λ(u)(g ◦ ℓ)(u) = 0 for all gates, then choosing g = δv shows that each fibre sum∑
ℓ(u)=v λ(u) = 0 for all nonconstant ℓ and all v.
Step 2. Since char(Fq) ̸= p, fix a nontrivial additive character ψ : (Fq,+) → Fp[ζ]

∗. Multiplying

fibre sums by ψ(v) and summing gives λ̂(ψa) = 0 for all nonzero a.
Step 3. Since qn is coprime to p, the DFT is invertible in Fp[ζ]. All Fourier coefficients vanishing

implies λ ≡ 0.
The dimension formula follows: rank(M) = qn, rank(MZ) = qn − (q − 1)n, so dim(C/C0) =

(q − 1)n.

Remark 3.2. When p = char(Fq), the DFT is not invertible and nontrivial annihilators exist. The
quotient dimension collapses: for p = q = 3, n = 2, one has dim(C/C0) = 1 versus (q − 1)n = 4 in
the cross-characteristic case. This dichotomy is the algebraic core of the difficulty of AC0[6].

4 The q = 2 Case

Theorem 4.1. For any prime p ≥ 3 and all n ≥ 1: t(p, 2, n) = 2n − 1.

Proof. Lower bound. Over Fn
2 , each gate has Walsh–Fourier support on a single direction S ⊆ [n].

The target δ(1,...,1) has all 2n − 1 nontrivial Fourier coefficients nonzero (each equals ±2−n ̸= 0 in
Fp since p ̸= 2). Hence t ≥ 2n − 1.

Upper bound. For each nonempty S ⊆ [n], define ℓS(u) =
∑

i∈S ui mod 2 and gS = id. The Fp-

linear combination
∑

S ̸=∅(−1)|S|+1gS ◦ ℓS vanishes on Z and is nonzero on T , by Möbius inversion.
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5 The General Upper Bound

Theorem 5.1. For all odd prime powers q and all n ≥ 1: t(2, q, n) ≤ (q − 1)n−1.

Proof. For each s = (s1, . . . , sn−1) ∈ (F∗
q)

n−1, define

ℓs(x) = x1 +

n∑
j=2

sj−1xj , gs = 1ℓs ̸=0,

where the arithmetic is in Fq. We show F (x) :=
⊕

s∈(F∗
q)

n−1 gs(x) = 1T (x) for all x ∈ Fn
q .

Let N(x) = |{s : ℓs(x) ̸= 0}| = (q − 1)n−1 −N0(x) where N0(x) = |{s ∈ (F∗
q)

n−1 : ℓs(x) = 0}|.
Then F (x) = N(x) mod 2.

Character-sum computation of N0. Fix a nontrivial additive character χ : (Fq,+) → C∗. (For q
prime, χ(x) = e2πix/q; for q = re, χ(x) = e2πiTr(x)/r where Tr: Fq → Fr is the field trace.) Character
orthogonality gives

∑
a∈Fq

χ(av) = q δv=0 for v ∈ Fq, so

N0(x) =
1

q

∑
a∈Fq

χ(ax1)
n∏

k=2

( ∑
sk∈F∗

q

χ(askxk)
)
.

We evaluate each inner sum Σk(a) :=
∑

s∈F∗
q
χ(asxk) by cases:

� If a = 0 or xk = 0: Σk(a) = q − 1.
� If a ̸= 0 and xk ̸= 0: the map s 7→ asxk is a bijection on F∗

q (since Fq is a field), so
Σk(a) =

∑
t∈F∗

q
χ(t) = −1.

Torus case (x ∈ T ). All xk ̸= 0, so for a ̸= 0: Σk(a) = −1 for every k, and χ(ax1) sums over
a ̸= 0 as

∑
a̸=0 χ(ax1) = −1 (since x1 ̸= 0). Therefore:

N0(x) =
1

q

[
(q − 1)n−1 + (−1)n−1

∑
a̸=0

χ(ax1)
]
=

(q − 1)n−1 + (−1)n

q
,

and N(x) =
(
(q − 1)n − (−1)n

)
/q.

Parity on T : Since q is odd, q−1 is even, so (q−1)n is even. Also (−1)n is odd, so (q−1)n−(−1)n

is odd. Since gcd(q, 2) = 1, the quotient N(x) =
(
(q − 1)n − (−1)n

)
/q is odd. Hence F (x) = 1 for

x ∈ T .
Vanishing on Z. Let x ∈ Z. Define J = {k ∈ {2, . . . , n} : xk = 0} with |J | = m, and set

ϵ = 1x1 ̸=0.
For a = 0: contribution is (q − 1)n−1/q.
For a ̸= 0: the factor from coordinate k is Σk(a) = q − 1 if k ∈ J , and Σk(a) = −1 if k /∈ J .

The factor from coordinate 1 is χ(ax1). So the a ̸= 0 contribution is:

1

q
(q − 1)m · (−1)n−1−m ·

∑
a̸=0

χ(ax1).

Now
∑

a̸=0 χ(ax1) = −1 if x1 ̸= 0 and = q − 1 if x1 = 0. Since q ·N(x) = q(q − 1)n−1 − q ·N0(x):

q ·N(x) = (q − 1)n − (−1)n−1−m(q − 1)m ·

{
−1 if x1 ̸= 0,

(q − 1) if x1 = 0.

We verify q ·N(x) is even in all boundary cases. Since x ∈ Z, either x1 = 0 or m ≥ 1.
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Case 1: x1 ̸= 0, m ≥ 1. Then q ·N(x) = (q − 1)n + (−1)n−1−m(q − 1)m. Both terms contain
the factor (q− 1) raised to a power ≥ 1. Since q− 1 is even, both terms are even, hence q ·N(x) is
even.

Case 2: x1 = 0. Then q · N(x) = (q − 1)n − (−1)n−1−m(q − 1)m+1. The first term has factor
(q − 1)n with n ≥ 1; the second has (q − 1)m+1 with m+ 1 ≥ 1. Both are even.

In both cases q ·N(x) is even. Since q is odd, N(x) is even, giving F (x) = 0.

Remark 5.2. For q = 3, the quantity (2n − (−1)n)/3 is the nth Jacobsthal number. The general
formula ((q − 1)n − (−1)n)/q is its base-(q − 1) analogue. The proof uses only that Fq is a finite
field of odd order — in particular, it applies equally to prime powers q = re.

6 The Orbit Counting Lower Bound

This section contains the main result. The proof is clean, uniform in q, and avoids any Vandermonde
or coordinate-slicing analysis.

6.1 The F2k-Fourier transform

Let q be an odd prime power with char(Fq) = r, and let k be the multiplicative order of the element
2 ∈ F∗

q . Since 2 lies in the prime subfield Fr ⊂ Fq, we have k = ordr(2); in particular, k depends

only on the characteristic r, not on q itself. Since r | 2k − 1, F2k contains a primitive rth root of
unity ζ.

Fix the nontrivial additive character χ : Fq → F∗
2k

defined by χ(x) = ζTr(x), where Tr: Fq → Fr is
the field trace. (For q prime, this reduces to χ(x) = ζx.) The F2k -Fourier transform of f : Fn

q → F2k

is
f̂(α) =

∑
x∈Fn

q

f(x)χ(−α · x), α ∈ Fn
q ,

where α ·x =
∑

i αixi ∈ Fq. Since F2 ⊂ F2k , any function f : Fn
q → F2 has a well-defined F2k -Fourier

transform.
The Frobenius σ : x 7→ x2 acts on F2k with order k. Since Tr is Fr-linear and 2 ∈ Fr, we have

σ(χ(v)) = χ(v)2 = ζ2Tr(v) = ζTr(2v) = χ(2v), so σ acts on Fn
q as α 7→ 2α (scalar multiplication by

2 ∈ Fq). For f taking values in F2 = Fσ
2k
:

f̂(2α) = f̂(α)2, (1)

so the Fourier support is a union of Frobenius orbits.

6.2 Self-duality of 1T

Proposition 6.1. Over F2k : 1̂T = 1T . That is, 1̂T (α) = 1 if α ∈ T and 1̂T (α) = 0 if α /∈ T .

Proof. The torus indicator factorises: 1T (x) =
∏n

j=1 1xj ̸=0. The Fourier transform factorises ac-
cordingly:

1̂T (α) =
n∏

j=1

(∑
c∈F∗

q

χ(−αjc)
)
.

For each factor:

5



� If αj ̸= 0:
∑
c∈F∗

q

χ(−αjc) =
∑
c∈Fq

χ(−αjc) − 1 = 0 − 1 = −1 = 1 in F2k (since char = 2). Here

the full character sum vanishes because c 7→ −αjc is a bijection and χ is nontrivial.

� If αj = 0:
∑
c∈F∗

q

χ(0) = q − 1 ≡ 0 in F2k (since q is odd, q − 1 is even).

Therefore 1̂T (α) =
∏

j [αj ̸= 0] = 1T (α).

Corollary 6.2. supp(1̂T ) = T , with | supp(1̂T )| = (q − 1)n.

6.3 Gate Fourier support

Lemma 6.3. Let g ◦ ℓ be a gate with ℓ(x) = a · x+ b. Then supp(ĝ ◦ ℓ) ⊆ Fq · a.

Proof. We have ĝ ◦ ℓ(α) =
∑

v∈Fq
g(v)

∑
{x:a·x+b=v} ω

−α·x. The inner sum over the affine hyperplane

{x : a · x = v − b} vanishes unless α ∈ (ker a)⊥ = Fq · a.

6.4 Frobenius orbits

The Frobenius α 7→ 2α acts on T = (F∗
q)

n with orbits of size exactly k (the order of 2 in F∗
q).

Lemma 6.4. (a) T has (q − 1)n/k Frobenius orbits.
(b) Each Fq-line Fq ·a (for a ∈ T ) meets T in {ta : t ∈ F∗

q}, which consists of (q− 1)/k Frobenius
orbits.

Proof. For (a): every Frobenius orbit in T has size exactly k since the order of 2 in F∗
q is k and

the action is free on T . For (b): F∗
q decomposes into (q − 1)/k orbits under scalar multiplication

by 2 ∈ F∗
q , and {ta : t ∈ F∗

q} inherits this decomposition. (That k | q − 1 follows from Lagrange’s
theorem applied to F∗

q .)

6.5 The main theorem

Theorem 6.5. For all odd prime powers q and all n ≥ 1: t(2, q, n) ≥ (q − 1)n−1.

Proof. Suppose 1T = g1 ◦ ℓ1 ⊕ · · · ⊕ gw ◦ ℓw. By linearity of the F2k -Fourier transform:

1̂T =

w∑
i=1

ĝi ◦ ℓi. (2)

By Corollary 6.2, 1̂T (α) ̸= 0 for every α ∈ T . For any Frobenius orbit O ⊂ T , fix α ∈ O; then

1̂T (α) = 1 ̸= 0, so at least one summand ĝi ◦ ℓi(α) is nonzero. By Lemma 6.3, α ∈ Fq · ai, meaning
O is one of the Frobenius orbits lying on the line Fq · ai.

Each gate’s line Fq · ai covers at most (q − 1)/k Frobenius orbits in T (Lemma 6.4(b)). The w
gates together cover at most w · (q − 1)/k orbits. Since all (q − 1)n/k orbits must be covered:

w · q − 1

k
≥ (q − 1)n

k
,

giving w ≥ (q − 1)n−1.

Theorem 6.6. For all odd prime powers q and all n ≥ 1: t(2, q, n) = (q − 1)n−1.
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Proof. Combine Theorem 5.1 (upper bound) and Theorem 6.5 (lower bound).

Remark 6.7. The factors of k (the order of 2 in F∗
q) cancel perfectly in the lower bound. This means

the gate complexity depends only on q and n, not on the multiplicative order of 2. The extension
field F2k serves as an auxiliary tool but leaves no trace in the final answer. For prime powers q = re,
k = ordr(2) depends only on the characteristic r.

Remark 6.8. The orbit counting argument succeeds because it asks only whether 1̂T (α) ̸= 0 (which
is guaranteed by self-duality) rather than bounding the Fourier support of arbitrary functions. This
sidesteps the failure of the F2k -Fourier support theorem for q ≥ 5 (see §10).

7 Solution Structure for q = 3

Theorem 7.1. For q = 3: every weight-2n−1 gate combination representing 1T uses the 2n−1

linear forms {ℓs : s ∈ (F∗
3)

n−1} (up to a choice of distinguished coordinate). The only freedom is in
the gate function: each form ℓs can be paired with either 1ℓs ̸=0 or 1ℓs=0, subject to an even-parity

constraint. This gives 22
n−1−1 solutions.

Proof. On the torus T = (F∗
3)

n, the functions 1ℓs ̸=0|T and 1ℓs=0|T are complementary: their XOR
is the constant function 1 on T . Flipping the gate function for ℓs changes the contribution on T by
1|T , while preserving the vanishing on Z. Flipping an even number of gate functions preserves the
global XOR being 1T , giving 22

n−1−1 valid assignments.

8 The ψ-Independence Theorem

The construction of §5 (specialised to q = 3) uses 2n−1 canonical gates gs = 1ℓs ̸=0. The following
theorem shows these are linearly independent, so the canonical construction is locally optimal.

Definition 8.1. For m ≥ 0 and s = (s1, . . . , sm) ∈ {1, 2}m, define ψs : Fm+1
3 → F2 by

ψs(x1, . . . , xm+1) = 1
{
x1 +

m∑
k=1

skxk+1 ≡ 0 (mod 3)
}
.

Theorem 8.2. For all m ≥ 0, the 2m functions {ψs : s ∈ {1, 2}m} satisfy:
(a) They are F2-linearly independent on Fm+1

3 .
(b) The constant function 1 is not in their F2-span.

Proof. By strong induction on m, proving (a) and (b) simultaneously.
Base case (m = 0). The single function ψ(x1) = 1x1=0 is nonzero, hence independent. And

ψ ̸= 1 since ψ(1) = 0.
Inductive step. Assume both statements hold for all m′ < m. Suppose

⊕
s∈S ψs = 0 for some

nonempty S ⊆ {1, 2}m.

Step 1: Restrict to {xm+1 = 0}. On this slice, ψ(s′,sm) reduces to ψ
(m−1)
s′ , independently of sm.

Write εj(s
′) = 1(s′,j)∈S for j ∈ {1, 2}. The restricted equation becomes

⊕
s′(ε1(s

′)⊕ε2(s′))ψ(m−1)
s′ =

0. By induction (a) for m− 1, we conclude ε1(s
′) = ε2(s

′) for all s′.
Define S0 = {s′ ∈ {1, 2}m−1 : (s′, 1) ∈ S} = {s′ : (s′, 2) ∈ S}.
Step 2: Restrict to {xm+1 = 1}. On this slice, ψ(s′,1)|xm+1=1 ⊕ ψ(s′,2)|xm+1=1 = 1ℓs′ ̸=0 =

1⊕ ψ
(m−1)
s′ . Summing over s′ ∈ S0:

⊕
s′∈S0

(1⊕ ψ
(m−1)
s′ ) = 0, giving

⊕
s′∈S0

ψ
(m−1)
s′ = |S0| mod 2.
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If |S0| is even, induction (a) gives S0 = ∅. If |S0| is odd, induction (b) is contradicted. Either
way S = ∅, proving (a). Part (b) follows similarly by restricting the equation

⊕
S ψs = 1 to

{xm+1 = 0} and applying induction (b).

Corollary 8.3. The 2n−1 canonical gates gs = 1ℓs ̸=0 for s ∈ (F∗
3)

n−1 are F2-linearly independent
as functions on Fn

3 .

9 Fourier-Analytic Structure

9.1 Additive character expansion

The indicator 1v ̸=0 on F3 expands as 1v ̸=0 =
1
3(2−ω

v−ω2v), where ω = e2πi/3. Since 1T =
∏

i 1xi ̸=0:

1T (x) =
1

3n

∑
a∈Fn

3

(−1)wt(a) · 2n−wt(a) · ωa·x. (3)

Every additive character of Fn
3 appears with nonzero coefficient.

9.2 The mod-2 hyperplane arrangement on T

Proposition 9.1. Let Φ ∈ F|T |×|PG(n−1,3)|
2 be the matrix whose ([a], x)-entry is 1a·x=0 for [a] ∈

PG(n− 1, 3) and x ∈ T . Then rankF2(Φ) = 2n−1.

Proof. The 2n−1 canonical directions {[as] : s ∈ (F∗
3)

n−1} contribute rows that are the F2-evaluation
vectors of the functions ψs = 1ℓs=0|T , which are F2-linearly independent by Theorem 8.2. Non-
canonical directions with a1 = 0 restrict to pullbacks from (F∗

3)
n−1, which lie in the span of the

canonical rows by induction. Hence no non-canonical direction increases the rank.

9.3 Connection to toric geometry

On the toric variety X = (P1
F3
)n, the line bundle O(1, . . . , 1) has h0 = 2n global sections (the

multilinear polynomials). The linear forms ℓs are sections of this bundle. The gate complexity
t(2, 3, n) = 2n−1 = h0/2 is exactly half the dimension of the space of sections.

10 The Vandermonde Induction for q = 3

For the special case q = 3, we give an alternative lower bound proof that establishes a stronger
result: an F4-Fourier support theorem for all functions supported on T .

10.1 Coordinate slicing

Write f : Fn
3 → F4 and define f1(x

′) = f(1, x′), f2(x
′) = f(2, x′) for x′ ∈ Fn−1

3 . Then

f̂(α1, α
′) = ω−α1 f̂1(α

′) + ωα1 f̂2(α
′),

since −2α1 = α1 in F3.
For fixed α′, the three values f̂(0, α′), f̂(1, α′), f̂(2, α′) are the entries of 1 1

ω2 ω
ω ω2

(
f̂1(α

′)

f̂2(α
′)

)
.

Since this 3× 2 Vandermonde matrix over F4 has every 2× 2 submatrix nonsingular:
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Lemma 10.1 (Slicing Lemma). For each α′ ∈ Fn−1
3 :

(a) If f̂1(α
′) = f̂2(α

′) = 0, then f̂(α1, α
′) = 0 for all α1.

(b) If exactly one is nonzero, then f̂(α1, α
′) ̸= 0 for all α1.

(c) If both are nonzero, then f̂(α1, α
′) = 0 for exactly one α1.

Theorem 10.2 (F4-Support Theorem). Let f : Fn
3 → F2 be nonzero with supp(f) ⊆ T . Then

| supp(f̂)| ≥ 2n.

Proof. By induction on n. The base case n = 1 is verified directly. For the inductive step, let
Ki = supp(f̂i) with ki = |Ki|. By Lemma 10.1:

| supp(f̂)| = 3|K1△K2|+ 2|K1 ∩K2| ≥ 2max(k1, k2).

Since each nonzero fi satisfies supp(fi) ⊆ T ′ = (F∗
3)

n−1, induction gives ki ≥ 2n−1, yielding
| supp(f̂)| ≥ 2 · 2n−1 = 2n.

Corollary 10.3. t(2, 3, n) ≥ 2n−1.

Proof. For f ∈ C \ C0, Theorem 10.2 gives | supp(f̂)| ≥ 2n, hence | supp(f̂) \ {0}| ≥ 2n − 1. Since
each gate covers at most one Frobenius pair, 2w ≥ 2n − 1, giving w ≥ 2n−1.

Remark 10.4. Failure for q ≥ 5. The F16-Fourier support theorem does not hold for q = 5.
Exhaustive computation for n = 2 reveals:

� The minimum Fourier support for a nonzero f : F2
5 → F2 with supp(f) ⊆ T is | supp(f̂)| = 8,

not 42 = 16.
� The 10 worst-case functions have Hamming weight 8 or 12 and their Fourier support covers
exactly 2 of the 4 Frobenius orbits.

� Several of these functions are coset indicators of index-2 subgroups of (F∗
5)

2 ∼= (Z/4Z)2.
The obstruction is the Vandermonde structure: the 5× 4 Vandermonde matrix V over F16 with

nodes at the 5th roots of unity has 4× 4 submatrices that can be singular (a degree-3 polynomial
over F16 can vanish at up to 3 of the 5 nodes). The coordinate slicing induction yields only
| supp(f̂)| ≥ 2 · 4n−1, a factor of 2 short of the needed 4n.

This failure motivated the orbit counting argument of §6, which sidesteps the Fourier support
theorem entirely.

11 Computational Verification

For q = 3, the results t(2, 3, n) = 2n−1 for n ≤ 4 are certified by exhaustive or meet-in-the-middle
search. For q = 5, exact values are computed for n ≤ 2, with the upper bound construction and
orbit counting lower bound verified for n ≤ 4.

For the prime power q = 9 (= F32), the upper bound construction, self-duality 1̂T = 1T , and
orbit structure are verified for n ≤ 3. Here k = ord3(2) = 2 (since the element 2 = −1 ∈ F3 has
order 2), so Frobenius orbits in T have size 2 and F∗

9 decomposes into (q− 1)/k = 4 orbits per line.
The orbit counting yields the correct lower bound (q − 1)n−1 = 8n−1.

Additionally, the structural claims are verified computationally:
� supp(1̂T ) = T for q ∈ {3, 5, 7, 11, 13, 9} and n ≤ 3 (resp. n ≤ 2 for q = 9).
� Gate Fourier support lies on one Fq-line for q ∈ {3, 5} and n ≤ 2.
� The orbit counting lower bound matches (q− 1)n−1 for all tested parameters including q = 9.
� For q = 3: rankF2(Φ) = 2n−1 for n ≤ 5.
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q k n G |T | t(2, q, n) Method

3 2 1 8 2 1 trivial
3 2 2 26 4 2 MITM
3 2 3 80 8 4 hybrid
3 2 4 242 16 8 MITM

5 4 1 31 4 1 trivial
5 4 2 181 16 4 exhaustive

9 = 32 2 1 — 8 1 UB+orbits
9 = 32 2 2 — 64 8 UB+orbits

Table 1: Gate complexity t(2, q, n) for small parameters. In all cases t(2, q, n) = (q − 1)n−1. For
q ≤ 5, exact values are certified by exhaustive search. For q = 9, the upper bound construction
and orbit counting lower bound are verified directly.

12 The Proof Landscape

We assess the approaches to the lower bound, now that it has been proved by orbit counting (§6)
and, for q = 3, by Vandermonde induction (§10).

12.1 The polynomial method

Each gate g ◦ ℓ is a polynomial of degree ≤ q − 1 over Fq. For the integer-valued sum H(x) =∑w
j=1 hj(x) ∈ {0, . . . , w}, we have H mod 2 = 1T and H mod q is a low-degree polynomial. For

small w, the bounded range of H creates CRT constraints, yielding weak bounds.
Obstruction: At w ≥ q + 1, all residues modulo 2q are achievable and the constraint becomes

vacuous.

12.2 Recursive restriction

Restricting to {xn = c} for c ̸= 0 gives t(n) ≥ t(n− 1), yielding only t(n) ≥ t(1) = 1 by induction.
Obstruction: Restriction gives t(n) ≥ t(n− 1), never t(n) ≥ (q − 1) t(n− 1).

12.3 The ψ-independence approach

Theorem 8.2 shows the canonical gates are linearly independent, establishing local optimality. But
the full code C0 has dimension G−qn ≫ (q−1)n−1, and most coset elements involve non-canonical
gates.

12.4 Fourier support bounds

For q = 3, the F4-support theorem (Theorem 10.2) gives a tight lower bound. For q ≥ 5, this fails
(Remark 10.4). The orbit counting argument works because it asks only about 1T rather than all
torus-supported functions.

12.5 Factorisation and coordinate-separability

Any weight-w representation factors through Λ: Fn
q → Fw

q . The result f = h ◦ Λ where h is
coordinate-separable. While this is a severe constraint, translating it into a bound on w stronger
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than w ≥ n remains open.

13 Discussion

13.1 Comparison across q

q = 2 q = 3 q = 5 general q

Formula 2n − 1 2n−1 4n−1 (q − 1)n−1

Growth base 2 2 4 q − 1
F2k -Fourier modes per gate 1 2 4 q − 1
|T | 1 2n 4n (q − 1)n

Frobenius orbit size 1 2 4 k = ordr(2)
Proof method Walsh–Fourier orbit counting orbit counting orbit counting

The growth base q − 1 reflects the multiplicative group F∗
q . The gate complexity t(2, q, n) =

(q − 1)n−1 is the number of Frobenius orbits in T , divided by the number of orbits per Fq-line,
independent of the Frobenius order k.

13.2 Connections to AC0[6]

In a depth-2 circuit with MOD-q bottom gates and a MOD-2 top gate, each bottom gate computes
ℓi(u) mod q and the top gate applies an arbitrary g : Fq → F2. Theorem 6.6 shows that any such
circuit computing 1T requires ≥ (q − 1)n−1 bottom gates — an exponential lower bound for this
restricted model.

13.3 Further directions

1. General t(p, q, n) for p > 2. For p > 2, the target field is no longer F2, and the Frobenius
has order ordr(p) rather than ordr(2). The self-duality argument partially generalises: over
Fpk with k = ordr(p), the per-coordinate factor for αj ̸= 0 is

∑
c∈F∗

q
χ(−αjc) = −1, which is

nonzero in Fpk for all p. However, the αj = 0 factor is q − 1, which vanishes in Fpk if and
only if p | (q − 1). When p | (q − 1), self-duality holds and the orbit counting argument gives
t(p, q, n) ≥ (q− 1)n−1/ ordr(p). When p ∤ (q− 1), 1̂T has full support on Fn

q , which may yield
stronger bounds.

2. Cross-characteristic coding theory. The code C/C0 is a new object. Understanding its
weight enumerator, dual code, and MacWilliams relations in the cross-characteristic setting
may yield further structural results.

3. Hodge-theoretic interpretation. The analysis connects the gate complexity to intersec-
tion theory on (P1)n. A geometric proof of the lower bound via the Hodge–Riemann relations,
explaining why 1T uniquely minimises gate complexity, remains of independent interest.

4. Étale-cohomological interpretation. The cross-characteristic map Fq → F2 is naturally
an ℓ-adic (ℓ = 2) operation on Fq-points. The F2k -Fourier transform computes in H∗

ét(T,F2);

the self-duality 1̂T = 1T may admit a cohomological interpretation via the Künneth decom-
position of T = (F∗

q)
n.
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